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3 UMMARY 

In this paper we wish to discuss some applications of the 

functional equation technique of dynamic programming to the 

treatment of some quadratic variational problems and the linear 

equations arising therefrom. 

The first problem we shall consider is that of determining 

the mlnimuir value of the quadratic deviation 

N 
^ <' -J^)2«* 

where    f(x)    is a given function of    IV^W] #    a given 

sequence of real functions. 

Next we consider the problem of minimizing the quadratic 

form 

N M 

V«(x)" k20 
(bk "Jo*'4*-' )8 

over all  real    x-,    where     |a. |    and    jb. |    are given real se- 

quences.     This problem arises  in the Kolmogoroff-Wlener theory 

of linear predictors,  and the  limiting verrion  of the problem, 

N ■ GO ,     is discussed by Levinson in the appendix to Wiener's 

book. 

Finally we discuss the problem of solving  the linear system 

Ax ■ b, 

under the assumption that    A    is positive definite. 
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Although  It would seem that In all three caees the methods 

*re present have some computational utility, we shall not dis- 

cuss these matters here,  since at the moment we are Interested 

cnly In the purely analytic aspects of these questions. 
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DYNAMIC PROORAMMINO AND MEAN SQUARE DEVIATION 

Richard Bellman 

^1.     INTRODUCTION 

In this paper we wish to discuss some applications of 

the functional equation technique of dynamic programming  [l] 

to the treatment of some quadratic varlational problems and 

the linear equations arising therefrom. 

The first problem we shall consider is that of deter- 

mining the minimum value of the quadratic deviation 

(1)    "T(f -^wdx 

where f(x) is a given function of {ViJxM ' a ^:LVen 

sequence of real functions. 

Next we consider the problem of minimizing the quad- 

ratic form 

(2)   v«(x) ■ jl{b* ~kxt^t f 

over all real    x^,    where    [a.j    and     jb. 1    are given real 

sequences.    This problem arises in the Kolmogoroff-Wiener 

theory of linear predictors, and the limiting version of the 

problem,    N • co ,     is discussed by Levinson in the appendix 

to Wiener's book,   [2] . 

Finally we discuss the problem of solving the linear 

system 
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(3) Ax - b, 

under the assumption that    A    la positive definite. 

Although it would seem that in all three cases  the 

methods we present have some computational utility,  we shall 

not discuss these matters here,  since at the moment we are 

interested only in the purely analytic aspects of these 

questions. 

^2.    QUADRATIC DEVIATION 

The problem of minimizing the quadratic form 

Is, as we know,  quite easily resoluble.    Let    Y\\     denote 

the orthonormal  sequeLce formed from    ijA    by means of the 

Oraro-Schmidt orthogonallzatlon procedure.    The functions 

^. (x)    are assumed to be linearly Independent.    Then 

T N 

(2) 

Mln (Uu) - Min/1  (f -j^Kfto 
u      N y  "O k^l  K K 

0 lA      0        K 

./T f^dx -/T,/T f(x)f(y)KN(x,y)dxdy, 

where 

(3) K^y)  -    I ^(x)/k(y) 
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We wish to obtain a recurrence relation for    K^ixty)    with- 

out going through the orthogonallzatlon procedure.     To do this, 

we Introduce the quadratic functional 

(4) P (f)  - Mln/T (f - 2 Vk)2dx'    N - 1,  2,   ...   . N u    0 k-1 K K 

Then, using the principle of optlmallty. 

(5) PN(f) - Mln ^(f-Vi,), N - 2, 3 
UN 

# • • 

To utilize (5)» we use the knoK forw of PN(f) obtained In 

(2) above. We have 

(6) 

Pjf) - Mln 

yT/T (f(x)-uN^(x))(f(y)^/N(y))KN_1(x,y)dxdy| 
'0  ^0 

Mln ^T „2 -'T /'T /' f'dx - / V ' KN_1{x.y)f(X)f(y)clx<ly 
0        0  0 

^ |t/
,'r f^ux -./'T^'T ^(x)f(y)KN_1(x.y)dxdy} + 

UN [/,T 4** -yo^C •Sw^.y'^'"^^'^} 

It Is easily seen that the coefficient of    a«    Is positive. 

The minimizing value Is given by 

t/
7Tf^Ndx -/T/T ^N(x)f(y)KN-1(x,y)dxdy 

(7) UN - 
0     l0 

'N 
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where,  to simplify the notation, we have set 

(8) "N -^ ^ -^'VT lHw(x.y)l<N(x)^(y)dxdy, 

The minimum value Is given by 

FM(f) - 

(9) 

)T „2 ,)T   />T Z'1  f^dx ~/lf    K, 1(x#y)f(x)f(y)dXdy 

T2 
JT /'T   z1? 

./     f^dx -c/'\/     ^(x)f(y)KK.1(x.y)dxdy 
** 

To obtain the desired  relation between    Kj,    and    K»? ii    w* 

compare  (9)  and  (2),  and equate coefficients of    f(x)f(y). 
)T    2 CdT^elllng the term    /     f dxf     the  result Is 

KN(x,y)  - ^(x^y)  + 
^N(x)^N(y)      2t/

oT f^(z)Kj^1(z,y)d2dy 

* 4^/ T ^(2)^(w)KN_1(z,x)KN_1(w,y)d2dw, 
1    /^T   / T 

a nonlinear Integral equation. 

(p.     LINEAH   PREDICTORS 

Consider the quadratic  form 

(1) QN,M^)  - J0  K J0
Xi^i )d$     N  > M  >  1, 

and the  sequence defined by 

(?) 
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We wish to determine a relation between f« ^ and 

f« , „ ,  which will enable ua to compute f« « atartlng with 

fH-Mn,l' 
Consider the function of    N + 1    real variables 

YQ» yw   •••# yN#    &n<i the Integers    N    and    M    defined by 

hs^o'*!'"-^ ■Mln f(yo-xoao)2 * (yrxoai-xiao)2 

(?) 

+ ••• + (yN-^oV-VN-i VN-JI^' 

where the sequences jy.J  and la.j are given and the minimi- 

zation Is over the x..  In order for the problem to be non- 

trlvlal, we assume that N > M > 1. 

Let us now obtain a recurrence relation. Assume that x0 

haa been choaen. Then the quantltlea x,, x«, ..., xM are to 

be choaen to minimize the remaining sum 

(yl-x0al-xla0)2 + (y2-x0a2-xlal-x2a0)2 + ••• 

^ (yirxoarrxia^i vW*- 

Thla minimum la precisely, in accordance with the notation 

Introduced above, 

($} fN-l,W-l^yl""xOal' y2""x0a2' ••*' yI>rxOaN^ 

Hence we obtain the recurrence relation 
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(6) 

x0 

fN-l,M-l^yl~XOal'y2""xOa2'' * * 'yK"xOaN^ 

For    M - 1,    we have 

N 0 

^4.     gflCURRSNCE FIXATIONS 

In order to use  (!5«5) to detemlne  the functions    f». uiy) 

In a more constructive fashion,  let us observe that these 

functions are quadratic  forms In the    y., 

N 

W     fN,M(yO'yi"-"V   ^ J.0 
JlJ(N'M)ylyj- 

Substituting In (5.5)#  we obtain the  result 

ij-o ciJ(N'K)yiyJ " T ^yo-Vo)2 + 

(2) 

ij-o 0iJ(N-1'M-1)(yi*i-otoai>(Vi-xoa4,:l • 

Hence    x0    Is determined by the relation 
N-l 

Wo ^ 2 0 ^j^1'^1^^«.^ * 3rjnai)/2 

(?)     x0 rf  
.J.O ^(M-l.lWVj 
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and we hare the relation 

N ,    o      N-l 

M 
f N-1 

(yi+iaj +yj+i
ai)/2} "• 

Equating coefficients of y^y. on both sides of this 

equation, we will obtain a relation for c-.^M)  In terns of 

the set  |c,-(N-l,M-l)|.  Once we have obtained the c.^N^M), 

we can then calculate the elements of the minimizing sequence 

Ix.!, using (3) repeatedly. 

fr5.  THE EQUATION Ax ■ b 

Let us now sketch the application of the same techniques 

to the problem of solving the system of equations 

N 

h '^ i 

where A • (a.J Is a positive definite matrix. 

Introduce the function of N variables, ^(yj/yp»«» »»y»^» 

for N • 1, 2f ..., -a>< yi < oo , by means of the relation 

N N 
(2) fN(y1.y2 yN) - Mln [^^ a^x^j - 2 ^ x^]. 
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To obtAin an equation for f, we write 

N N «   N-l 

(5) ^ 

" 2 ^ ^^I-^IK^^ - 2xNyN- 

Once    xN    has been chosen.   It  is  clear that  the  remaining 

x.#    l-l,  2,   ...,  ^4—1,    will be  chosen to minimize  the 

expression 

H-l N-l 
(4)        V      a, 4x4x4-2    7   x4(y,-«4VxVT). 

li-1 ai^lXj " ^ 1?1 Xi(y^i^ 

In accordance with, the above  notation,   thlo minimum Is 

precisely 

(5^     ^l^r^lrt'   y?"Ä2NxN'   * * *'   yN-l~aN-l,NXN ^ * 

Hence,  we  obtain  the  recurrence relation 

fN(y1,y2,...,yN) - Mln  [a^x/ + ^(yi-a^Xj,, y2-a^N, 

(6) 

XN 

•••'   yN-l~aN-.l,NXir  *" 2  VN-I * 

In order to use this relation constructively, we use the 

fact that  fN Is a quadratic form in the y-, 

N 
(7)   Vyry2....,yN) ■ 1 Z 1 

cij(N)yiyi' 

for N ■ 1, 2, ... . 
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Returning to equation (6), we have the  relation 

N 2 

,  S^ljWVj * Mln tallNXN-2VN l#j*i                              Xu 

Colltctlng tertna on the right, we have 

(9) 

1,1-1 CU(N,3rlyJ  " "J"   [V   NN +
1^.1

alHaJN'-lj(N-1'} + 

N-l , 
X

N {- ^N \$ml O^JN 
+ yj,,uiJeij("-1)) 

N-l 
+ J-l  ^J^1^ J 

T^ie minimization can now be  performed  readily and the recurrence 

relations connecting    fcn(N)}    wlth    {^«(N-l))     read off, 

^l6.    DI3CU33I0N 

The methou discussed above might be particularly useful 

In connecting with the probier, of solving an Infinite system 

of equations of the  form 

(i) 
OD 

£ a^XJ a< <X<    "   b4»        1    "   1»    2»     •'•» 

where we solve successively the finite systems 

N 
(2) X aijxj " bi' i ■ 1» ?» •••» N' 

to obtain approximations to the solutions of (l). 
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